
A Mathematical details

This appendix contains the detailed derivations of many of the results discussed in the main text. Results

are derived in the order they appear in the text.

Derivation of equations (8) through (10):

Since all factor inputs as well as the price can be costlessly adjusted and capital is rented rather than owned,

in every period the �rm decides on the factor inputs, kit and lit, its price, pit, and its output level, yit, that

maximize its �ow pro�ts (6), subject to the technological constraint re�ected by the production function (5)

and the market constraint represented by the demand function (4).

The associated Lagrangian is

Lit = [pityit � wtlit � (rt + �)kit](72)
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The �rst order necessary conditions implied by this objective function are

w.r.t yit : pit = �dt + �yt(73)

w.r.t. pit : yit =
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w.r.t. lit : wt = �yt�
yit
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(75)

w.r.t. kvt : (rt + �) = �yt (1� �)
yit
kit

(76)

Condition (74) implies that

(77) �dt = (1� �) pit

Combining this with (73) yields that

(78) �yt = �pit

When we substitute this into the optimal factor demand conditions, (75) and (76), we �nd

(79) wtlit = � (1� �) pityit and (rt + �) kit = ��pityit

We can use these results to solve for the optimal capital labor ratio, which satis�es
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The price level, pit, that equates the capital labor ratio for the optimal capital and labor demand decisions,

and thus solves the above equation, is

(81) pit =
1

�
mcit

39



where mcit is the marginal production cost of the producer of intermediate i and equals the unit production

cost implied by the Cobb-Douglas production technology, i.e.
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1� �

�1�� �
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and the resulting pro�t level equals
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Hence, the resulting value of the �rm is given by
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which corresponds to (10).

Derivation of equations (11) through (15):

Combining the factor demand equations with the demand equations for each of the intermediates, we obtain

(85) wtlit = (1� �) �y�ity1��t and (rt + �) kit = ��y�ity
1��
t

Integrating the factor demand equations over the set of available intermediate goods yields that

(86) wtlt = wt
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In addition, we �nd that the relative factor demands, across intermediates, satisfy
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Substituting this into the production function of the intermediate goods suppliers yields

(89) yit = aitk
�
itl
1��
it = ait

�
yit
yt

��
k�t l

1��
t =

�
aitk

�
t l
1��
t

y�t

� 1
1��

This means that
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which yields that
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which is the aggregate production function representation that we use.

Applying the CES price aggregator, we obtain that
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this implies that

(93) pit = pit=pt = zt=ait

which allows us to write the relative output levels, factor demands, and prices in terms of relative productivity

levels, as in (14).

Derivation of equations (23) and (25):

First of all, in order to see why the maximization problem (22) actually boils down to choosing xtt, it is

worthwhile to rewrite the implementation cost function, i.e. (21), as
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Secondly, it is worthwhile to rewrite the expression for the value function, i.e. (20) as
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then we can write the objective that maximized in the �rms implementation decision as
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The resulting necessary, and in this case su¢ cient, �rst order condition for the optimal choice of xtt is
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which yields that

(100) xtt =
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z
1

1��
t � + ytbxt

which is equation (23) in the main text.

The value of the �rm, net of implementation costs, is given by
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which is equation (25).

Derivation of equation (36):

We rewrite
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which is (36).

Derivation of transformed equilibrium dynamics:

In terms of the 10 transformed equilibrium variables

fy�t ; i�t ; c�t ; k�t ; xtt; gt; b�0t; b�xt; �t; �tg
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we can rewrite the resource constraint, consumption Euler equation, capital accumulation equation, produc-

tion function, and capital factor demand equation as

y�t = c�t + i
�
t + (1� �) ��t�t [� (� ln (1� xtt)� xtt) + �gt](106)
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we can write
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which completes the system of 10 equilibrium equations.

Derivation of steady state:

The steady state values have to satisfy

ey� = ec� +ei� + (1� �) e�e� [� (� ln (1� ex)� ex) + �eg](120)
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0 =
�
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Our approach to solving this system is to derive a non-linear equation for eg and show that it has a unique
solution.

We obtain that

(130) e� = �
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Because

(131) 0 = � (1� e�) + (1� e�ex) e�
we can write

(132) e� = �� (1� e�) + e�e�ex
This simpli�es the equations
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From the Euler equation, we obtain that
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1�� >
1

1�� . Furthermore, we
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The capital accumulation equation implies that

(143) ei� = �� + 1

1� �eg
�ek�

The solutions for ey�, eb�0, and eb�x now allow us to write the steady state optimal implementation decision as
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and the steady state R&D free entry condition, which determines the steady state growth rate of the economy,

as
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Proof of existence and uniqueness of steady state:

In order to prove existence and uniqueness of the steady state, we have to show that the above equation,

(145), has a unique positive root, eg.
To see this, note that the partial derivative with respect to eg of the left hand side is one. The partial

derivative of the right hand side satis�es

0 >
1

�

24@
�eb�0ey��
@eg � 1

1 +
eb�xey�
�

@
�eb�xey��
@eg

35(146)

= � 
�

24�eb�0�2 ey� � 1

1 +
eb�x
�

�eb� �2 ey�
35

� �

(1� �)2 �
1

�+ � + eg
(1��)�

1

�

24eb�0ey� � eb�xey�
1 +

eb�xey�
�

35
which is negative.

At eg = 0
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at eg !1, the right hand side will go to zero, because eb�0;eb�x; ey� ! 0. As a consequence, there is a unique eg
that solves the steady state equation.

We have to make sure, though, that at this eg the household�s objective function is bounded. This is
always the case when � � 1. However, when � > 1, then this requires that
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This imposes some parameter restrictions on � and �. Namely, it has to hold that
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which yields the restriction that invention can not be too cheap in order to lead to an excessive growth that.

In particular, the R&D cost parameter has to satisfy
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Derivation of comparative statics results, Table 1:

For the derivation of the comparative statics, it is useful to consider the steady state R&D condition

(151) 0 = �eg � "eb�0ey� � � ln
 
1 +

eb�xey�
�

!#
The partial derivatives of the steady state growth rate can be determined by the application of the

implicit function theorem to (151). The partial of (151) with respect to eg gives us
0 < �

(151)eg(152)

= �+  
heb�20 � (1� ex�)eb�2x i ey�(153)

+
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The partial of (151) with respect to � equals

(155) �
(151)
� = � (1� ex)eb�2x ey� < 0

Similarly, the partial of the right hand side of (151) with respect to � equals

(156) �
(151)
� = � ln (1� ex)� ex > 0

Finally, the partial of the left hand side of (151) with respect to � is

(157) �
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� = eg

These results imply that
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h
�
(151)eg

i�1
�
(151)
� > 0

while
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and

(160)
deg
d�

= �
h
�
(151)eg

i�1
�
(151)
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which completes the �rst row of the table.

For the partials of ex� it is �rst worthwhile to consider
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This expression is negative, whenever
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But it turns out that

� [� ln (1� ex)� ex] < �
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and, since � > 0, inequality (171) holds. Thus
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Derivation of equations (54) and (55):

The market share satis�es
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Combining these two results, we �nd that, on the balanced growth path,
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Taking the partial of this expression with respect to t for t � i, we obtain that
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The learning e¤ect dominates at the introduction of the intermediate good whenever
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this is the case whenever the implementation cost is so large that

(183) ex < �
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Under this condition, the path of the market share is initially increasing and subsequently decreasing.

Derivation of equation (57) :

We obtain that
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= �

Z t

i

a
�

1��
� d�� �

Z t

i

a
�

1��
� x�td�+ a

�
1��
t xtt

= �

Z t

i

a
�

1��
� d�� �z

�
1��
it + a

�
1��
t xtt

Which simpli�es on the balanced growth path to

(187)

��
z

�
1��
it

�
= a

�
1��
i e

�
1�� eg(t�i) ��1� �

�eg + ex�� �1� �
�eg a

�
1��
i � �z

�
1��
it

and can be combined with the initial condition that z
�

1��
ii = 0.

The particular solution to this di¤erential equation yields that

z
�

1��
it =

Z t

i

e��(t�s)
�
a

�
1��
i e

�
1�� eg(t�i) ��1� �

�eg + ex�� �1� �
�eg a

�
1��
i

�
ds(188)

= a
�

1��
t

Z t

i

e��(t�s)
�
e�

�
1�� eg(t�s) ��1� �

�eg + ex�� �1� �
�eg e�

�
1�� eg(t�i)� ds
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such that

(189) z
�

1��
it = a

�
1��
t

("
� 1���eg + ex
�+ �

1��eg
# h
1� e�[�+ �

1�� eg](t�i)i� 1� �
�eg e�

�
1�� eg(t�i) h1� e��(t�i)i)

On the balanced growth path

(190) z
�

1��
t = a

�
1��
t

he�e�i�1 = a
�

1��
t

"
� 1���eg + ex
�+ �

1��eg
#

Hence,

Sit =

�
zit
zt

� �
1��

(191)

=
h
1� e�[�+ �

1�� eg](t�i)i� e�e� �
1�� eg(t�i) h1� e��(t�i)i

= 1� e� �
1�� eg(t�i) he�+ (e�� 1) e��(t�i)i

which is equation (57).

Approximate transitional dynamics:

The approximate transitional dynamics of this economy can be derived by log-linearizing the 10 dynamic

equilibrium equations. Throughout our derivation, we will denote percentage di¤erences from the steady

state by ^. That is, by�t is the percentage deviation of detrended output, y�t , from its steady state value, ey�.
The dynamics can be approximated by log-linearizing the equations

y�t = c�t + i
�
t + (1� �)�t�t [� (� ln (1� xtt)� xtt) + �gt](192)

y�t = k��t(193)

xtt =
b�xty

�
t

� + b�xty
�
t

(194)

gt =
1

�

�
b�0ty

�
t � � ln

�
1 +

b�xty
�
t

�

��
(195)

and for the dynamic jump variables

_c�t
c�t

= �

�
��
y�t
k�t
� � � �

�
� 1

1� �gt(196)

_b�0t =

�
��
y�t
k�t
� � � � (1� �t) + �t�txtt �

_y�t
y�t
� 1

1� �gt
�
b�0t � 1(197)

_b�xt =

�
��
y�t
k�t
� � + ��t + �t�txtt �

_y�t
y�t
� 1

1� �gt
�
b�xt � 1(198)
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while the state variables evolve according to

_k�t
k�t

=
i�t
k�t
� � � 1

1� �gt(199)

_�t
�t

= � (1� �t) + (1� �txtt)�t(200)

�
�t
�t

=
�

1� � gt � �t(201)

Which yields

(202) by�t = �bk�t
as well as

by�t =
ec�ey�bc�t + ei�ey�bi�t +(203)

(1� �)
e�e�ey� [� (� ln (1� ex)� ex) + �eg] b�t +

(1� �)
e�e�ey� [� (� ln (1� ex)� ex) + �eg] b�t + (1� �) � e�e�ey� ex ex

1� exbxtt
+(1� �)�

e�e�ey� egĝt
also

(204) bxtt = (1� ex)bb�xt + (1� ex) by�t
as well as

(205) ĝt =

�
1

�~g

�eb�0ey�bb�0t � � �

�~g

� ex�bb�xt + �� 1

�~g

�eb�0ey� � � �

�~g

� ex�� by�t
such that

(206)
�bc�t = ���

ey�ek� by�t � ��� ey
�ek� bk�t � eg

1� �ĝt

and
�bb�0t = ��

ey�ek� by�t � �� ey
�ek� bk�t +

�
�+ exe�� e�b�t + exe�e�b�t + ex�e�e�bxtt(207)

��
�bk�t � 1

1� �egĝt + 1eb�0bb�0t
also

�bb�xt = ��
ey�ek� by�t � �� ey

�ek� bk�t +
�
�+ ex�e�� e�b�t + exe�e�b�t + exe�e�bxtt(208)

��
�bk�t � 1

1� �egĝt + 1eb�xbb�xt
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It also yields that

(209)
�bk�t = ei�ek�bi�t � ei

�ek� bk�t � 1

1� �egĝt
and

(210)
�b�t = ���+ exe�� e�b�t + (1� exe�) e�b�t � exe�e�bxtt

and, �nally

(211)
�b�t = �

1� �egĝt � e�b�t
which are the 10 log-linearized equilibrium equations.

Calibration:

We choose �, �, and � similar to Cooley and Prescott (1995).

The demand elasticity parameter, �, and the capital elasticity of output, �, are pinned down by the

observations that labor costs in the U.S. make up 60% corporate income (value added) if intangible capital

is taken into account and that that 15% of value added is paid to intangible capital. The theoretical

counterparts of these conditions are

(212) (1� �) � = 0:60 and (1� �) = 0:15

which yields that � = 0:85 and � = 0:29.

This leaves �, �, and � to be calibrated. We do so by using the following three moment conditions. First

of all, we choose our parameters to be consistent with the 2.1% average post-war growth rate of U.S. real

GDP per capita. The theoretical equivalent of this observation is that

(213)
eg

1� � = 0:021, which yields eg = 0:016
Secondly, we choose our parameter to match that R&D expenditures make up 2.5% of GDP. In terms of our

model, this implies that

(214) (1� �) e�e��egey� = 0:025
Finally, we choose our parameters to be consistent with evidence on learning by doing in the U.S. manufac-

turing sector from Bahk and Gort (1993).

Bahk and Gort (1993) provide evidence on how the level of output (shipments as well as value added) at

the plant level, yit, depends on labor inputs measured by employees, lit, and by wages, wit, capital inputs,

kit, a trend, t, as well as of the plant�s cumulative output level, Xit =
R t
t�ageit yit

0dt0. The latter dependence

is meant to measure learning by doing e¤ects.
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For a sample of 1281 plants for the period 1973-1986, they �nd the relationship12

ln yit = 1:55 + 0:612 ln lit + 0:690 lnwit + 0:282 ln kit(215)

+0:020t+ 0:028 lnXit + eit

the average age of the plants in the sample is between 6 and 7 years old. We interpret this to mean that for

these plants a one percent increase in cumulative output seems to lead to a 0.028 percent increase in total

factor productivity.

We calibrate our model such that we �nd a learning by doing e¤ect of a similar magnitude in our model.

Bahk and Gort (1993) claim that most of their identi�cation comes from the cross-sectional dimension of

their dataset. In line with this claim, we consider the estimation of a cross-sectional regression of the form

(216) ln ait = �0 + �x lnXit + eit

for all �rms i 2 [t� 13; t� 1]. We then choose our parameters such that the ordinary least squares estimate

of �x equals 0:028.

This calibration method requires us to derive the OLS estimate of �x. The �rst step in this derivation

is to consider that, in the steady state,

(217) ln ait = ln at � eg (t� i) + 1� �
�

ln
h
1� (1� ex) e��(t�i)i

Moreover, the level of output of intermediate i at time t is given by

(218) yit =
h
1� (1� ex) e��(t�i)i 1� e�( 1

1���
1

1�� )eg(t�i)e�e�yi
Such that

Xit = e�e�yi Z t

i

h
1� (1� ex) e��(t0�i)i 1� e�( 1

1���
1

1�� )eg(t0�i)dt0(219)

= e�e�yt exp� eg
1�� (t�i)

Z t

i

h
1� (1� ex) e��(t0�i)i 1� e�( 1

1���
1

1�� )eg(t0�i)dt0
When we de�ne the sample means

(220) ln a =
1

12

Z t�1

t�13
ln aitdi and lnX =

1

12

Z t�1

t�13
lnXitdi

then the OLS estimate of �x equals

(221) b�x = �Z t�1

t�13

�
lnXit � lnX

�2
di

��1�Z t�1

t�13

�
lnXit � lnX

� �
ln ait � ln a

�
di

�
and thus b�x = 0:028 is our last moment condition that we use to calibrate our parameters.
12Bahk and Gort (1993), Table 1, row (ii).
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Neoclassical model we use for transitional dynamics comparison:

In the Neoclassical model that we use for comparison growth is exogenous and equal to eg. Implementation
is free such that ex = e� = 1 and e� = �

1��eg. Pro�ts made are paid back to households.
The stationary equilibrium dynamics of the resulting model are given by the Euler equation

(222)
_c�t
c�t
= �

�
��
y�t
k�t
� � � �

�
� 1

1� �eg
the resource constraint

(223) y�t = c�t + i
�
t

the production function

(224) y�t = k��t

as well as the capital accumulation equation

(225)
_k�t
k�t
=
i�t
k�t
� � � 1

1� �eg
The planner�s problem:

The social planner in this economy would choose a path for

(226) fcs; ys; is; ks; x�ss; gs; zs; as; zsg
1
s=t

to maximize the present discounted value of the representative household�s stream of utility that equals

(227)
Z 1

t

e��s
�

� � 1c
��1
�

s ds

subject to the resource constraint that

(228) yt = ct + it + (1� �) z
1

1��
t

�
at
zt

� �
1��

f� [� ln (1� x�tt)� x�tt] + �gtg

the �nal goods production function

(229) yt = ztk
�
t

the capital accumulation constraint

(230) _kt = it � �kt

the law of motion of potential productivity of the newest intermediate

(231)

��
a

�
1��
t

�
=

�

1� �a
�

1��
t gt
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the law of motion of average potential productivity

(232)

��
z

�
1��
t

�
= a

�
1��
t

and the law of motion of average productivity

(233)

��
z

�
1��
t

�
= �

�
z

�
1��
t � z

�
1��
t

�
+ a

�
1��
t x�tt

This means that we can write the dynamic Lagrangian associated with this problem as

(234)
Z 1

t

e��(s�t)Hsds

Where the current value Hamiltonian, Ht, is given by

Ht =
�

� � 1c
��1
�

s(235)

+�rt

"
yt � ct � it � (1� �)

�
z

�
1��
t

� 1
1��

1��
� �1

a
�

1��
t [� (� ln (1� xtt)� xtt) + �gt]

#

+�yt

"
yt �

�
z

�
1��
t

� 1��
�

k�t

#
+ �kt [it � �kt]

+�at

�
�

1� �a
�

1��
t gt

�
+ �zt

�
a

�
1��
t

�
+ �zt

�
�

�
z

�
1��
t � z

�
1��
t

�
+ a

�
1��
t xtt

�
This yields the following �rst order necessary conditions for an interior solution

w.r.t. yt : �rt = ��yt

w.r.t. ct : �rt = c
� 1
�

t

w.r.t. it : �rt = �kt

w.r.t. gt : �rt (1� �)�z
1

1��
t

�
at
zt

� �
1��

=
�

1� ��ata
�

1��
t

w.r.t. xtt : �rt (1� �) �z
1

1��
t

�
at
zt

� �
1�� xtt

1� xtt
= �zta

�
1��
t

w.r.t. kt : ���yt
yt
kt
� ��kt = ��kt � _�kt

w.r.t. z
�

1��
t : ��zt = ��zt � _�zt

w.r.t. a
�

1��
t :

��rt (1� �)
�
z

�
1��
t

� 1
1��

1��
� �1

[� (� ln (1� xtt)� xtt) + �gt]

+ �
1���atgt + (�zt + xtt�zt) = ��at � _�at

w.r.t. z
�

1��
t :

��rt (1� �)
�

1
1��

1��
� � 1

��
z

�
1��
t

� 1
1��

1��
� �2

a
�

1��
t [� (� ln (1� xtt)� xtt) + �gt]

��yt 1���
yt

z
�

1��
t

� ��zt = ��zt � _�zt
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The planner�s stationary transformed allocation dynamics:

We will write the above system in a set of transformed variables that are stationary along the resource

allocation path chosen by the social planner. These transformed variables are detrended consumption,

output, capital, and investment

(236) c�t =
ct

z
1

1��
t

, y�t =
yt

z
1

1��
t

, k�t =
kt

z
1

1��
t

, and i�t =
it

z
1

1��
t

as well as the potential productivity gap and implementation gap

(237) �t =

�
at
zt

� �
1��

and �t =
�
zt
zt

� �
1��

The implementation level, xtt, and the growth rate, gt. As well as three transformed costate variables.

��zt =
(1� �)�rtz

1
1��
t

�
at
zt

� �
1��

�zta
�

1��
t

=
(1� �)�rtz

1
1���

�
1��

t

�
at
zt

� �
1��

�zt

�
at
zt

� �
1��

=
(1� �) (c�t )

� 1
�

�ztz
 
t

(238)

=
(1� �) (c�t )

� 1
�

�zt

��
zt
at

� �
1��
� 1��

�  

a t

=
(1� �) (c�t )

� 1
�

�zt

h
1

�t�t

i 1��
�  

a t

=
(1� �) (c�t )

� 1
� (�t�t)

�

�zta
 
t

, where � =
1� �
�

 

and

��zt =
(1� �)�rtz

1
1��
t

�
at
zt

� �
1��

�zta
�

1��
t

=
(1� �)�rtz

1
1���

�
1��

t

�zt
=
(1� �) (c�t )

� 1
� (�t�t)

�

�zta
 
t

(239)

��at =
(1� �)�rtz

1
1��
t

�
at
zt

� �
1��

�ata
�

1��
t

=
(1� �)�rtz

1
1���

�
1��

t

�at
=
(1� �) (c�t )

� 1
� (�t�t)

�

�ata
 
t

(240)

where it is worth noting that

_��zt
��zt

= � _�zt
�zt

� 1

�

_c�t
c�t
+ �

�
�t
�t
+ �

_�t
�t
�  gt(241)

_��zt
��zt

= � _�zt
�zt

� 1

�

_c�t
c�t
+ �

�
�t
�t
+ �

_�t
�t
�  gt(242)

_��at
��at

= � _�at
�at

� 1

�

_c�t
c�t
+ �

�
�t
�t
+ �

_�t
�t
�  gt(243)
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This allows us to write the system of equations as

y�t = (k�t )
�(244)

y�t = c�t + i
�
t + (1� �)�t�t [� (� ln (1� xtt)� xtt) + �gt](245)

_k�t
k�t

=
i�t
k�t
� � � 1

1� �gt(246)

�
�t
�t

=
�

1� � gt � �t(247)

_�t
�t

= � (1� �t) + (1� �txtt)�t(248)

and the transformed optimality conditions

(249) ��at =
1

�

�

1� �

and

(250)
1

���zt
=

xtt
1� xtt

The transformed Euler equation

(251)
_c�t
c�t
= �

�
�
y�t
k�t
� � � �

�
� 1

1� �gt

as well as

�
��zt
��zt

= �� _�zt
�zt

(252)

= �+
_��zt
��zt

+
1

�

_c�t
c�t
� �

�
�t
�t
� � _�t

�t
+  gt

Furthermore, we can write

(253)
��rt (1� �)

�
z

�
1��
t

� 1
1��

1��
� �1

[� (� ln (1� xtt)� xtt) + �gt]

+ �
1���atgt + (�zt + xtt�zt) = ��at � _�at

as

(254)
��rt(1��)z

1
1��
t ( atzt )

�
1��

a
�

1��
t �at

[� (� ln (1� xtt)� xtt) + �gt]

+ �
1��gt +

�
�zt
�at

+ xtt
�zt
�at

�
= �� _�at

�at

such that

���at [� (� ln (1� xtt)� xtt) + �gt] +
�

1� � gt +
�
��at
��zt

+ xtt
��at
��zt

�
(255)

= �+
_��at
��at

+
1

�

_c�t
c�t
� �

�
�t
�t
� � _�t

�t
+  gt
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However, because ��at =
1
�

�
1�� , this can be written as

�

1� �
1

�

��
1

��zt
+ xtt

1

��zt

�
� � (� ln (1� xtt)� xtt)

�
(256)

= �+
1

�

_c�t
c�t
� �

�
�t
�t
� � _�t

�t
+  gt

Finally

(257)
��rt (1� �)

�
1

1��
1��
� � 1

��
z

�
1��
t

� 1
1��

1��
� �2

a
�

1��
t [� (� ln (1� xtt)� xtt) + �gt]

��yt 1���
yt

z
�

1��
t

� ��zt = ��zt � _�zt

Can be written as

(258)

1��
�

�
�
1�� �

1
1��

�
(1��)�rtz

1
1��
t ( atzt )

�
1��

a
�

1��
t �zt

�
at
zt

� �
1��

[� (� ln (1� xtt)� xtt) + �gt]

+ 1
�

(1��)�rtz
1

1��
t ( atzt )

�
1��

a
�

1��
t �zt

y�t � � = �� _�zt
�zt

Further transformation of this equation yields

(259)
1��
�

�
�
1�� �

1
1��

�
��zt�t�t [� (� ln (1� xtt)� xtt) + �gt]

+ 1
��

�
zty

�
t � � = �+

_��zt
��zt

+ 1
�
_c�t
c�t
� �

�
�t
�t
� � _�t�t +  gt

which we can simplify to

1

�

�
(1� �)

�
�

1� � �
1

1� �

�
�t�t [� (� ln (1� xtt)� xtt) + �gt] + y�t

�
��zt(260)

= �+ �+
_��zt
��zt

+
1

�

_c�t
c�t
� �

�
�t
�t
� � _�t

�t
+  gt

The planner�s steady state:

The planner�s equilibrium variables are

(261) fy�t ; c�t ; i�t ; xtt; gt; k�t ; ��zt; ��zt; �t; �tg

which in steady state have to satisfy

ey� =
�ek���(262)

ey� = ec� +ei� + (1� �) e�e� [� [� ln (1� ex)� ex] + �eg](263)

0 =
ei�ek� � � � 1

1� �eg(264)

0 =
�

1� �eg � e�(265)

0 = � (1� e�) + (1� e�ex) e�(266)
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as well as

1

�e��z =
ex

1� ex(267)

0 = �

�
�
ey�ek� � � � �

�
� 1

1� �eg(268)

�
e��ze��z = �+  eg(269)

�+  eg =
�

1� �
1

�

��
1e��z + ex 1e��z

�
� � (� ln (1� ex)� ex)�(270)

�+ �+  eg =
1

�

�
(1� �)

�
�

1� � �
1

1� �

� e�e� [� (� ln (1� ex)� ex) + �eg] + ey�� e��z(271)

The solution of this steady state is the following. From the Euler equation we obtain that it must be the

case that the steady state level of capital satis�es

(272) �
�ek����1 = �+ � +

eg
(1� �)�

which yields that the steady state level of capital is

(273) ek� = " �

�+ � + eg
(1��)�

# 1
1��

From the production function, we now know that the steady state level of output must equal

(274) ey� = " �

�+ � + eg
(1��)�

# �
1��

=

�
1

�

� �
1��

"
��

�+ � + eg
(1��)�

# �
1��

Because � < 1 one can see from this that, even if the growth rates in the decentralized and planner�s allocation

would be the same, the markup distortion would result in less output in the decentralized equilibrium.

As a function of the growth rate and implementation level the potential productivity gap and the

implementation gap in steady state again equal

(275) e� = �

1� �eg
and

(276) e� = �+ e�
�+ exe�

Also

(277) ei� = �� + 1

1� �eg
�ek�

and

(278) ec� = ey� �ei� � (1� �) e�e� [� (� ln (1� ex)� ex) + �eg]
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What is di¤erent is the optimality conditions that determine the growth rate and the implementation

decisions. Remember that in the decentralized equilibrium, it was the case that in steady state

(279)
ey�

� (�+ �+  eg) = ex
1� ex

In the planner�s steady state

(280)
1

�e��z = ex
1� ex

and

1e��z =

1
�

h
(1� �)

�
�
1�� �

1
1��

� e�e� [� (� ln (1� ex)� ex) + �eg] + ey�i
(�+ �+  eg)(281)

=
ey�

(�+ �+  eg)
�
1

�

� h(1� �)� �
1�� �

1
1��

� e�e� [� (� ln (1� ex)� ex) + �eg] + ey�iey�(282)

Moreover, we can write

�+  eg =
�

1� �
1

�

��
1e��z + ex 1e��z

�
� � (� ln (1� ex)� ex)�(283)

=
�

1� �
1

�

�
1e��z
�e��ze��z + ex

�
� � (� ln (1� ex)� ex)�

=
�

1� �
1

�

�
1e��z
�

�

�+  eg + ex
�
� � (� ln (1� ex)� ex)�

=
�

1� �
1

�

�
�
ex

1� ex
�

�

�+  eg + ex
�
� � (� ln (1� ex)� ex)�

=
�

1� �
�

�

��
�+ �+  eg
�+  eg

� ex
1� ex + ln (1� ex)

�
Thus, the planner�s steady state growth rate and implementation levels satisfy the following two conditions

(284)

1
�

"
(1� �)

�
�
1�� �

1
1��

� e�e� [� (� ln (1� ex)� ex) + �eg] + � �

�+�+ eg
(1��)�

� �
1��
#

� (�+ �+  eg) =
ex

1� ex
and

(285) �+  eg = �

1� �
�

�

��
�+ �+  eg
�+  eg

� ex
1� ex + ln (1� ex)

�

The decentralized equilibrium with subsidies on R&D, implementation, and capital inputs:

The three optimality conditions in the decentralized equilibrium that are distorted by the three subsidies

are the ones associated with capital demand of the �rms, the innovation decision, and the implementation

choice.

Given the subsidy on capital inputs, the �rm�s �ow pro�ts equal
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(286) �it = pityit � wtlit � (1� sk) (rt + �)kit

and the �rm chooses its capital inputs to equate the after tax rental rate of capital to the marginal revenue

of capital. The optimal capital demand condition under this subsidy is

(287) (1� sk) (rt + �) = ��
yit
kit

The price is still set at a constant markup over marginal costs

(288) pit =
1

�
mcit

However, marginal costs are now measured including the capital input subsidy, sk. That is,

(289) mcit =
1

ait

�
wt
1� �

�1�� �
(1� sk) (rt + �)

�

��
This again allows us to write the aggregate production function (11), where the aggregate capital input now

satis�es

(290) (1� sk) (rt + �) = ��
yit
kit

what this subsidy does is to lower the rental rate of capital in equilibrium to correct for the underusage of cap-

ital in the decentralized equilibrium that is the result of the monopolistic competition between intermediate

goods suppliers.

The implementation subsidy reduces the after tax cost of implementation from � to (1� sx) �. As a

result, the optimal implementation level is now determined by

(291) ytbxt = z
1

1��
t (1� sx) �

xtt
1� xtt

The resulting value of the �rm is given by

V �t = (1� �)
�
at
zt

� �
1��
�
(b0t + bxtxt) yt � (1� sx) �z

1
1��
t [� ln (1� xtt)� xtt]

�
(292)

= (1� �)
�
at
zt

� �
1��
��

b0t + bxt
bxt

�
bxtyt + (1� sx) �z

1
1��
t ln (1� xtt)

�
= (1� �)

�
at
zt

� �
1��

(1� sx) �z
1

1��
t

��
b0t + bxt
bxt

�
xtt

1� xtt
+ ln (1� xtt)

�
Similarly, the R&D subsidy reduces the after tax cost of doing R&D from � to (1� sg)�. The resulting

optimal innovation decision is

(293) (1� sg) (1� �)�
�
at
zt

� �
1��

z
1

1��
t gt = V �t
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which yields that

(294) gt =
(1� sx)
(1� sg)

�

�

��
b0t + bxt
bxt

�
xtt

1� xtt
+ ln (1� xtt)

�
In terms of the transformed variables that are constant along the balanced growth path, we can now rewrite

the dynamics as

(295) y�t = c�t + i
�
t + (1� �)�t�t [� (� ln (1� xtt)� xtt) + �gt]

where the lump-sum taxation that balances the government�s budget makes this resource constraint hold.

y�t = k��t(296)

y�t b
�
xt = (1� sx) �

xtt
1� xtt

(297)

gt =
(1� sx)
(1� sg)

�

�

��
b�0t
b�xt

�
xtt

1� xtt
+ ln (1� xtt)

�
(298)

and for the dynamic jump variables

_c�t
c�t

= �

�
��

(1� sk)
y�t
k�t
� � � �

�
� 1

1� �gt(299)

_b�0t =

�
��

(1� sk)
y�t
k�t
� � � � (1� �t) + �t�txtt �

_y�t
y�t
� 1

1� �gt
�
b�0t � 1(300)

_b�xt =

�
��

(1� sk)
y�t
k�t
� � + ��t + �t�txtt �

_y�t
y�t
� 1

1� �gt
�
b�xt � 1(301)

while the state variables evolve according to

_k�t
k�t

=
i�t
k�t
� � � 1

1� �gt(302)

_�t
�t

= � (1� �t) + (1� �txtt)�t(303)

�
�t
�t

=
�

1� � gt � �t(304)

The resulting steady state conditions of the decentralized equilibrium with the distortionary subsidies are

ey� = ec� +ei� + (1� �) e�e� [� (� ln (1� ex)� ex) + �eg](305)

ey� = ek��(306) eb�xey� = (1� sx) �
ex

1� ex(307)

eg =
(1� sx)
(1� sg)

�

�

" eb�0eb�x
! ex
1� ex + ln (1� ex)

#
(308)
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as well as

0 = �

�
��

(1� sk)
ey�ek� � � � �

�
� 1

1� �eg(309)

0 =

�
��

(1� sk)
ey�ek� � � � � (1� e�) + e�e�ex� � 1

1� �eg
�eb�0 � 1(310)

0 =

�
��

(1� sk)
ey�ek� � � + �e�+ e�e�ex� � 1

1� �eg
�eb�x � 1(311)

0 =
ei�ek� � � � 1

1� �eg(312)

0 = � (1� e�) + (1� e�ex�) e�(313)

0 =
�

1� �eg � e�(314)

This yields that

(315) eb�0 = 1

�+  eg , and eb�x = 1

�+ �+  eg
while

(316) e� = �+ e�
�+ ex�e� and e� = �

1� �eg
Furthermore,

(317) ek� = " 1

1� sk
��

�+ � + eg
(1��)�

# 1
1��

, and ey� = " 1

1� sk
��

�+ � + eg
(1��)�

# �
1��

and then there are the optimal implementation and innovation conditions

(318)
1

(1� sx) � (�+ �+  eg)ey� = ex
1� ex

and

(319) eg = (1� sx)
(1� sg)

�

�

��
�+ �+  eg
�+  eg

� ex
1� ex + ln (1� ex)

�

In order to consider which combination of subsidies supports the planner�s solution in the decentralized

equilibrium, realize that the planner�s solution satis�es

(320) ey�sp = " �

�+ � + egsp
(1��)�

# �
1��

Hence, conditional on the other subsidies supporting the planner�s growth rate, the optimal capital input

subsidy is such that

(321)

"
1

1� sk
��

�+ � + egsp
(1��)�

# �
1��

=

"
�

�+ � + egsp
(1��)�

# �
1��
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Hence, the capital input subsidy is such that sk = 1� �.

Next, note that the planner�s optimal implementation condition is

(322)
exsp

1� exsp = 1

�

"
1 + (1� �)

�
�

1� � �
1

1� �

� e�e�ey�sp [� (� ln (1� exsp)� exsp) + �egsp]
# ey�sp
� (�+ �+  egsp)

Thus, to support the optimal implementation level, conditional on supporting ey�sp and egsp, the implemen-
tation subsidy has to satisfy

(323)
1

(1� sx)
=
1

�

"
1 + (1� �)

�
�

1� � �
1

1� �

� e�e�ey�sp [� (� ln (1� exsp)� exsp) + �egsp]
#
> 1

Finally, we consider the optimal R&D subsidy in this economy. The planner�s optimal innovation con-

dition is

(324) �+  egsp = �

1� �
�

�

��
�+ �+  egsp
�+  egsp

� exsp
1� exsp + ln (1� exsp)

�
Hence, to support the planner�s growth rate and implementation level in the decentralized equilibrium, the

R&D subsidy has to satisfy

egsp =
(1� sx)
(1� sg)

�

�

��
�+ �+  egsp
�+  egsp

� exsp
1� exsp + ln (1� exsp)

�
(325)

=
(1� sx)
(1� sg)

1� �
�

(�+  egsp)
such that

(326) (1� sg) = (1� sx)
�
1� s0g

�
, where

�
1� s0g

�
=
1� �
�

�
�egsp +  

�
and thus

(327) s0g =
1� �
�

�
1

1� �

�
� � 1
�

�
� �egsp

�

A version of the model without implementation:

Decentralized equilibrium with subsidies:

If there is no implementation cost, the value of the �rm equals

Vit = (1� �) a
�

1��
i

Z 1

t

e�
R s
t
rjdj

�
1

zs

� �
1��

ysds(328)

= (1� �) b�0tz
1

1��
t

�
ai
zt

� �
1�� yt

z
1

1��
t

where

(329) b�0t =

Z 1

t

e�
R s
t
rjdj

�
zs
zt

� �
1�� yt

ys
ds
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The �rm�s optimal capital demand condition is a¤ected by the capital subsidy and equals

(330) (1� sk) (rt + �) = ��
yt
kt

The resulting R&D free entry condition equals

(331) Vtt = (1� �) (1� sg)�z
1

1��
t

�
at
zt

� �
1��

gt

which yields

(332) b�0t
yt

z
1

1��
t

= �gt, such that gt =
1

(1� sg)�
b�0t

yt

z
1

1��
t

Since there is full implementation in this case, there is implementation gap and thus

(333) �t = 1

The resulting system of equilibrium equations is

yt = ct + it + (1� �) z
1

1��
t

�
at
zt

� �
1��

�gt(334)

�
ct
ct

= � (rt � �)(335)

yt = ztk
�
t(336)

zt = zt(337)

gt =
1

�
b�0t

yt

z
1

1��
t

(338)

�
at = gtat(339)
�
kt = i� �kt(340)

z
�

1��
t = a

�
1��
t(341)

rt + � = ��
yt
kt

(342)
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which, in terms of the transformed variables, yields

y�t = c�t + i
�
t + (1� �)�t�gt(343)

�
ct
ct

= �

�
��

1� sk
y�t
k�t
� � � �

�
� 1

1� �gt(344)

y�t = (k�t )
�(345)

�
k�t
k�t

=
i�t
k�t
� � � 1

1� �gt(346)

gt =
1

(1� sg)�
b�0ty

�
t(347)

�
�t
�t

=
�

1� � gt � �t(348)

�
b�0t =

8<: ��

1� sk
y�t
k�t
� � + �t �

�
y�t
y�t
� 1

1� �gt

9=; b�0t � 1(349)

The resulting steady state is of the form

(350)
��

1� sk
ey�ek� = 1

(1� �)�eg + � + �
The steady state potential productivity gap again equals

(351) e� = �

1� �eg
The steady state present discounted value coe¢ cient is

(352) eb�0 = 1

�+  eg
The capital stock in steady state satis�es

(353) ek� = " 1

1� sk
��

�+ � + 1
(1��)�eg

# 1
1��

such that the steady state level of output equals

(354) ey� = " 1

1� sk
��

�+ � + 1
(1��)�eg

# �
1��

The resulting steady state free entry condition into R&D yields

(355) eg = 1

(1� sg)�
ey�

�+  eg
In order to see which subsidy scheme actually supports the planner�s allocation, we have to solve for it.

Planner�s problem:
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The current value Hamiltonian associated with the planner�s problem without implementation is

Ht =
�

� � 1c
��1
�

t + �rt

(
yt � ct � it � (1� �)

�
z

�
1��
t

� 1
1��

1��
�
�
at
zt

� �
1��

�gt

)
(356)

+�yt

(
yt �

�
z

�
1��
t

� 1��
�

k�t

)
+ �kt fit � �ktg+ �at

�
�

1� �a
�

1��
t gt

�
+ �zta

�
1��
t

which yields the �rst order necessary conditions

w.r.t. yt : �rt = ��yt(357)

w.r.t. ct : �rt = c
� 1
�

t(358)

w.r.t. it : �rt = �kt(359)

w.r.t. gt : �rt (1� �)�z
1

1��
t

�
at
zt

� �
1��

=
�

1� ��ata
�

1��
t(360)

w.r.t. kt : ���yt
yt
kt
� ��kt = ��kt � _�kt(361)

w.r.t. a
�

1��
t :

��rt (1� �)
�
z

�
1��
t

� 1
1��

1��
� �1

�gt+

�
1���atgt + �zt = ��at � _�at

(362)

w.r.t. z
�

1��
t :

��rt (1� �)
�

1
1��

1��
� � 1

��
z

�
1��
t

� 1
1��

1��
� �2

a
�

1��
t �gt

��yt 1���
yt

z
�

1��
t

= ��zt � _�zt

(363)

This system can be rewritten in the transformed variables

(364) c�t =
ct

z
1

1��
t

, y�t =
yt

z
1

1��
t

, k�t =
kt

z
1

1��
t

, i�t =
it

z
1

1��
t

, and �t =
�
at
zt

� �
1��

as well as the transformed costate variables

��zt =
(1� �)�rtz

1
1��
t

�
at
zt

� �
1��

�zta
�

1��
t

=
(1� �)�rtz

1
1���

�
1��

t

�zt
=
(1� �) (c�t )

� 1
� ��t

�zta
 
t

(365)

��at =
(1� �)�rtz

1
1��
t

�
at
zt

� �
1��

�ata
�

1��
t

=
(1� �)�rtz

1
1���

�
1��

t

�at
=
(1� �) (c�t )

� 1
� ��t

�ata
 
t

(366)

where it is worth noting that

_��zt
��zt

= � _�zt
�zt

� 1

�

_c�t
c�t
+ �

�
�t
�t
�  gt(367)

_��at
��at

= � _�at
�at

� 1

�

_c�t
c�t
+ �

�
�t
�t
�  gt(368)
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The transformed system reads

y�t = c�t + i
�
t + (1� �)�t�gt(369)

�
ct
ct

= �

�
��

1� sk
y�t
k�t
� � � �

�
� 1

1� �gt(370)

y�t = (k�t )
�(371)

�
k�t
k�t

=
i�t
k�t
� � � 1

1� �gt(372)

�
�t
�t

=
�

1� � gt � �t(373)

and the optimality condition

(374) ��at =
1

�

�

1� �

and

(375)
1� �
�

�
�

1� � �
1

1� �

�
��zt�t�gt +

1

�
��zty

�
t = �+

_��zt
��zt

+
1

�

_c�t
c�t
� �

�
�t
�t
+  gt

as well as

(376) ���at�gt +
�

1� � gt +
��at
��zt

= �+
_��at
��at

+
1

�

_c�t
c�t
� �

�
�t
�t
+  gt

The steady state of this system

(377) e��a = 1

�

�

1� � and
e� = �

1� �eg
as well as

(378) e��z = 1

�

�

1� �
1

�+  eg
and

(379)
�

�

1� � �
1

1� �

�
�

1� �
eg2

�+  eg + 1

�

1

1� �
ey�

�+  eg = �+  eg
The steady state levels of the capital stock and output equal

(380) ek� = " �

�+ � + 1
(1��)�eg

# 1
1��

and ey� = " �

�+ � + 1
(1��)�eg

# �
1��

Subsidies to support planner�s steady state:

Just like in the case with implementation, the optimal capital input subsidy is the one which o¤sets the

distortion due to monopolistic competition. This is sk = 1��. The optimal R&D subsidy solves the following
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combination of the planner�s optimal innovation condition and the decentralized free entry condition into

R&D.

(381)

"
1�

�
�

1� � �
1

1� �

�
�

1� �

� eg
�+  eg

�2#
(�+  eg) = 1

1� � (1� sg) eg
Solving this yields that the R&D subsidy that support�s the planner�s steady state allocation satis�es

(382) (1� sg) = (1� �)
"
1�

�
�

1� � �
1

1� �

�
�

1� �

� eg
�+  eg

�2#�
�eg +  

�

Welfare analysis:

The representative household�s welfare in the steady state for a given level of consumption, ec�, and growth
rate, eg, is given by
(383) W =

�

� � 1

Z 1

t

e��(s�t)c
��1
�

s ds, where cs = ec�e 1
1��eg(s�t)

which yields

(384) W =

8><>:
�
��1ec� � 1

�� 1
1��

��1
� eg
�

for � 6= 1

1
�

h
lnec� + 1

1��
eg
�

i
for � = 1
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